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PARTITIONED INFORMATION STORAGE 
SYSTEMS WITH CONTROLLED 

RETRIEVAL 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

This invention relates to systems for protection of 
information, and more speci?cally to information storage 
systems in Which information is fragmented and retrieval of 
information can be controlled by trusted third parties. 

2. Description of Prior Art 
In “Principles of Database and Knowledge-Base Systems, 

volume 11” (Computer Science Press, 1989, ISBN 0-7167 
10069-X) by Jeffrey D. Ullman it is described hoW databases 
may be fragmented, either vertically or horiZontally. 
HoWever, fragmentation is described only in the context of 
distributed databases, for increasing efficiency and loWering 
cost. Vertical fragmentation corresponds to dividing a table 
into not necessarily disjoint subsets of columns (i.e. break 
ing up the roWs). HoriZontal fragmentation corresponds to 
dividing a table into not necessarily disjoint subsets of roWs 
(i.e. breaking up the columns). Also, a technique is knoWn, 
in the prior art, for introducing a unique identi?er for each 
record, inserted to enable handling of updates of these 
records in distributed databases. The above ideas have been 
expressed in various places throughout the literature. 

In “Cryptography and Data Security” (Addison-Wesley, 
1982, ISBN 0-301-10150-5) by Dorothy Denning it is 
described hoW sensitive information (in general, information 
that is not meant to be public) that is stored in a database can 
be protected by a strict policy to restrict retrieval to certain 
alloWed queries. Although many such techniques have been 
proposed, they are limited in the sense that, When evaluating 
Whether or not to alloW a certain query, it is often impossible 
to take into consideration all previously alloWed queries, 
because a complete and reliable query history can not be 
established. Moreover, all these proposals lack countermea 
sures against abuse of the database by an insider. 

Forced centraliZed retrieval, as offered by the present 
invention, potentially increases the control over alloWed 
queries. 

In “Untraceable Electronic Mail, Return Addresses, and 
Digital Pseudonyms” (Communications of the ACM, Feb 
ruary 1981, Volume 24, Number 2) by David Chaum, one of 
the present applicants, the notion of a so-called mix is 
introduced to achieve electronic mail systems in Which the 
sender remains unknoWn to the receiver. Messages are sent 
via the mix-operated by a trusted third party. Encryption by 
the sender of the message With the public key of the 
designated receiver, and of the designated receiver’s address 
With the public key of the trusted third party, ensures that 
only the intended receiver can read the content of the 
message, and that the message can only reach the receiver 
via the trusted third party. When forWarding the message, 
this party does not reveal the identity of the sender to the 
receiver. Instead of a single mix, a series, of any number, of 
mixes can be used as Well. 

Forcing messages to be routed via trusted third parties, by 
applying the mix mechanism, is fundamental to achieving 
the property of controlled information retrieval achieved by 
the present invention. 

Steven H. LoW, Nicolas F. Maxemchuk, et al. from AT&T 
Bell Labs Wrote several papers on privacy protection for 
credit card systems (“Anonymous Credit Cards”, Proceed 
ings of the 2”“ ACM Conference on Computer and Com 
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2 
munications Security, November 2—4, 1994), a health insur 
ance architecture, and other systems—all introducing 
similar architectures and methods. Central to their approach 
is the use of so-called double-locked boxes—an application 
of the mix mechanism as introduced by Chaum—and the 
introduction of pseudonyms for individuals. In their 
systems, information-storing parties identify individuals 
under a pseudonym. The correspondence betWeen the real 
life identity and a set of pseudonyms relating to an indi 
vidual is only knoWn to this individual. As a result of this, 
individuals have to take an active part in the system during 
most operations. HoWever, in many applications it is not 
needed, not Wanted, or simply impossible to require indi 
viduals to take part in each data retrieval procedure involv 
ing information regarding these individuals. Furthermore, in 
practice, the storage of the pseudonyms by the individual, 
and the construction of double-locked boxes by the 
individual, requires that individuals carry a device suitable 
for performing this function. 

In the present invention, individuals may delegate control 
over retrieval of information to one or more trusted third 
parties. When control is delegated to multiple trusted third 
parties, all parties have to consent, and indeed cooperate, 
before access is granted. Individuals are not required to carry 
a device. 

All current databases, and the techniques described in the 
above-mentioned publications, suffer from tWo additional 
major draWbacks. First, information can easily be abused 
When it is stored centrally or distributed but insuf?ciently 
de-fragmented, or When it can be retrieved otherWise With 
out restrictions. Privacy legislation is both a reaction to, and 
an impediment to such systems. This is increasingly gener 
ating a demand for databases that cannot be abused in this 
Way, but Which can still provide the same functionality. A 
second draWback is that access policies required by the 
parties that supply the information, rely on agreements, 
legislation and trust; a situation that also con?icts With 
changing privacy legislation and increasing popular demand 
for reduction in the potential for abuse of provided infor 
mation. The present, innovative system overcomes these 
draWbacks by means of methods and apparatuses for secure 
data-storage that alloW the introduction of trusted third 
parties Who can directly enforce access policies, and still 
provide all desired functionality in an efficient Way. 

BRIEF SUMMARY OF THE INVENTION 

Accordingly, the herein disclosed exemplary embodiment 
of the present invention: 

provides secure, ?exible and automatable database meth 
ods and apparatuses for storing and retrieving sensitive 
information; 

protects against unauthoriZed use of stored data, by stor 
ing fragmented data in separate locations and/or 
parties, thus providing security, privacy, and compli 
ance With privacy legislation; 

protects against unauthoriZed (partial) de-fragmentation 
of stored data, by distributing data access-control, 
alloWing an arbitrary number of parties to share data 
access-control, and thus providing security, privacy, 
and compliance With privacy legislation; 

provides methods and apparatuses for parties Within the 
system to enforce data access-control policies; 

protects against unauthoriZed (partial) de-fragmentation 
of stored data in cases Where several parties Within the 
system collude; 

minimiZes the amount of compromised data resulting 
from malicious parties gaining control over parts of the 
stored data; 
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minimizes the amount of information learned by parties in 
the system from data storage and retrieval operations; 

in so-called dossier systems, protects against parties 
acquiring information Which relates to accesses of an 
individual’s dossiers (e.g. access frequency and access 
time); 

provides methods and apparatuses for merging existing 
databases into a fragmented database With controlled 
retrieval; 

and, alloWs ef?cient, economical and practical appara 
tuses and methods Which ful?ll the other objects of the 
invention. 

Other objects, features, and advantages of the present 
invention Will be appreciated When the present description 
of an eXemplary embodiment and appended claims are read 
in conjunction With the accompanying draWings. 

In accordance With the foregoing and other objects of the 
present invention, a brief summary of some of the inventive 
techniques Will be given. Some simpli?cations and omis 
sions may be made in this summary, Which is intended to 
highlight and introduce some aspects of the present 
invention, but not to limit its scope in any Way. Detailed 
descriptions of preferred eXemplary embodiments adequate 
to alloW those of ordinary skill in the art to make and use the 
inventive techniques are provided later. 
We consider a simple eXample system for centrally stor 

ing patient medical data provided by multiple physicians. 
Instead of storing all data in a single database, We fragment 
the data and store different fragments in different databases. 
The eXample system consists of tWo databases, one contain 
ing all the medical data, and the other containing all the 
identifying information. 

Each neW patient medical record entered by a physician 
into his terminal is split into tWo fragments: a fragment 
containing only medical information, and a fragment con 
taining only patient identifying information. These frag 
ments are sent by this terminal to an apparatus operated by 
a trusted third party, that forWards the fragments to the 
respective databases. Every fragment is given a unique 
identi?er in such a Way that these identi?ers themselves do 
not reveal the correspondence betWeen the tWo fragments. 
The correspondence betWeen the identi?ers, (and thus the 
correspondence betWeen the data-fragments), is knoWn only 
to the trusted third party. Bringing about this correspondence 
is referred to as mapping, and the apparatus handling the 
mapping is accordingly referred to as mapper. The corre 
spondence is stored by the mapper. 

The use of appropriate miX mechanisms ensures that the 
mapper cannot be bypassed. It also ensures that forWarded 
data can only be processed by the intended apparatuses (i.e. 
the respective databases). Furthermore, it enables commu 
nication over unsecured, arbitrarily con?gured data 
channels. 

In the eXample system, although the information stored in 
both databases may be freely available (and can be used, for 
instance, for statistical research), the tWo databases together 
do not contain enough information to recover the medical 
information of an individual patient. Retrieval of this infor 
mation (that is de-fragmentation of the stored data) requires 
the cooperation of the tWo databases and the mapper 
(operated by the trusted third party). Thus, the eXtent to 
Which stored data can be de-fragmented can be fully con 
trolled by the trusted third party. 

Data is retrieved from the system by submitting queries to 
the mapper. Apossible query could be “Has this patient been 
prescribed con?icting drugs by different physicians?”. The 
mapper ansWers this query by ?rst having the database With 
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4 
the patient-identifying information generate a list of frag 
ment identi?ers that all refer to the patient in question. The 
mapper then translates this list into a list of fragment 
identi?ers of medical information fragments that belong to 
the patient. The translated list is sent to the database that 
contains the medical records, Which retrieves all related 
records and checks for drug con?icts. By masking data so it 
can only be read by the designated parties (by means of 
encryption techniques), throughout this process none of the 
parties operating mapper and databases have learned any 
thing about the information stored at the other parties, other 
than the physician, Who learned Whether or not a drug 
con?icts With other drugs prescribed to his patient. The 
trusted third party only learns that a certain physician 
requests a query; it does not knoW the identity of the patient, 
nor the nature of the query. The doctor does not learn any 
medical data regarding this patient that is irrelevant to him 
at this moment, he does not even learn What other drugs are 
prescribed, only that they con?ict. The party operating the 
database storing the medical data does not knoW the identity 
of the patient visiting the physician. The party operating the 
database storing the identifying information knoWs the iden 
tity of the patient, but does not knoW Which physician this 
person is visiting, nor the nature of the query. 

The present invention also alloWs reduction of the fre 
quency of access to identifying information. This frequency 
in itself can be sensitive information. In the example, We can 
hide from the party operating the database that contains the 
patients’ identifying information the number of times the 
patients’ medical information is accessed. The database 
holding the identifying information does not have to be 
involved in query operations. To achieve this, pseudonyms 
are introduced for each patient at each physician. These 
pseudonyms are used by the physicians’ terminal instead of 
the patient’s identifying information. Different pseudonyms 
for the same patient are used at each physician. An apparatus 
at the trusted third party Will keep track of the correspon 
dences betWeen all these pseudonyms (i.e. Which pseud 
onyms belong to the same individual). Keeping track of this 
correspondence is referred to as grouping (of pseudonyms), 
and the apparatus performing this functionality is called a 
grouper. It is understood that mapping and grouping can be 
combined. 

All pseudonyms relating to a person are chosen so they 
cannot be traced to the individual or linked to each other 
eXcept by the intended party. The trusted third party does not 
knoW to Which individual a set of pseudonyms belong. 
When a patient is given a neW pseudonym, the database 
containing the identifying information is used to match the 
pseudonym to the other eXisting pseudonyms. The apparatus 
performing this matching is referred to as matcher. 

The introduction of pseudonyms also provides an ef?cient 
query mechanism, since the matching of identifying infor 
mation (potentially a time consuming operation) is per 
formed only once per patient, prior to queries. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 gives an eXemplary embodiment of the present 
invention, FIG. 2 describes the general mapping mechanism, 
FIGS. 3, 4, 5, 6, 7 and 8 are part of the description of a ?rst 
preferred embodiment of a database system, While the other 
?gures are part of the description of a second preferred 
embodiment of a database system: 

FIG. 1 shoWs a diagrammatic vieW of an eXemplary 
embodiment of the present invention; 

FIG. 2 shoWs a combination block and functional diagram 
of a preferred embodiment of the mapping mechanism 
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performed by a mapper, in accordance With the teachings of 
the present invention; 

FIG. 3 shoWs a combination block and functional diagram 
of a ?rst preferred embodiment of a database system involv 
ing a single mapper (from FIG. 2) and three groups of 
respectively update, query and partial-databases, in accor 
dance With the teachings of the present invention; 

FIG. 4 is a block diagram shoWing data-objects con 
structed and stored by the partial-databases of FIG. 3 in the 
add-record process of FIG. 5 and retrieved by those partial 
databases in the query process of FIG. 7, in accordance With 
the teachings of the present invention; 

FIG. 5 shoWs a ?oWchart of a preferred embodiment of an 
add-record process in accordance With the teachings of the 
present invention, involving actions by an update terminal, 
a mapper, and multiple partial-databases (all of FIG. 3), 
Which is believed to store data fragmented so that the 
mapper can control the access thereto, and the query termi 
nal can perform query processes similar to the query process 
of FIG. 7 to retrieve (parts of) the stored information; 

FIG. 6 is a block diagram shoWing data-objects 
constructed, sent, received, processed, and/or stored by the 
apparatuses of FIG. 3 in the query process of FIG. 7, in 
accordance With the teachings of the present invention; 

FIG. 7 shoWs a ?oWchart of a preferred embodiment of an 
exemplary query process in accordance With the teachings of 
the present invention, involving actions by an update 
terminal, a mapper, and tWo partial-databases (all of FIG. 3), 
Which is believed to alloW retrieval of information stored in 
the system by means of the add-record process of FIG. 5; 

FIG. 8 shoWs a combination block and functional diagram 
of a preferred embodiment of a so-called mapping cascade, 
in accordance With the teachings of the present invention, 
Which is believed to enhance the privacy and security offered 
by a system such as FIG. 3, When it replaces the mapper in 
that system; 

FIG. 9 shoWs a combination block and functional diagram 
of a second preferred embodiment of a database system, in 
particular a so-called dossier-system, involving ?ve single 
apparatuses and one group of apparatuses in accordance 
With the teachings of the present invention; 

FIG. 10 is a block diagram shoWing data-objects 
constructed, sent, received, processed, and/or stored by the 
apparatuses of FIG. 9 in the link-dossier operation of FIG. 
11, the update-dossier operation of FIG. 12 and the query 
dossier operation of FIG. 13, in accordance With the teach 
ings of the present invention; 

FIG. 11 shoWs a ?oWchart of a preferred embodiment of 
a link-dossier operation in accordance With the teachings of 
the present invention, involving actions by a local terminal, 
a grouper, a mapper A and a matcher (all of FIG. 9), Which 
is believed to link an individual to his/her dossier stored in 
the system and supply the local terminal With a pseudonym 
for this individual that is used to refer to his/her dossier in 
subsequent update-dossier operations of FIG. 12 and query 
dossier operations of FIG. 13; 

FIG. 12 shoWs a ?oWchart of a preferred embodiment of 
an update-dossier operation in accordance With the teachings 
of the present invention, involving actions by a local 
terminal, a grouper, a mapper B and a central-database (all 
of FIG. 9), Which is believed to store data relating to an 
individual in his/her dossier using a pseudonym for this 
individual (obtained by means of a link-dossier operation of 
FIG. 11) to refer to the dossier; 

FIG. 13 shoWs a ?oWchart of a preferred embodiment of 
a query-dossier operation in accordance With the teachings 
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6 
of the present invention, involving actions by a local 
terminal, a grouper, a mapper B and a central-database (all 
of FIG. 9), Which is believed to retrieve data relating to an 
individual from his/her dossier using a pseudonym for this 
individual (obtained by means of a link-dossier operation of 
FIG. 11) to refer to this dossier; and 

FIG. 14 is a block diagram shoWing data-objects 
constructed, sent, received, processed, and/or stored by the 
apparatuses of FIG. 9 in the query-dossier operation of FIG. 
13, in accordance With the teachings of the present inven 
tion. 

DETAILED DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

The draWing ?gures and the detailed descriptions pro 
vided later make a number of simplifying assumptions for 
clarity of eXposition. It Will be appreciated, hoWever, that 
these should not be taken to limit the scope of the invention. 
The possible con?guration and functionality of the present 
invention eXceeds the con?gurations and functionality of the 
presently preferred embodiments described beloW, at least to 
the eXtent that certain arbitrary choices have been made. 

Reference numbers in the draWing ?gures consist of tWo 
parts—the tWo rightmost digits are the indeX number of an 
item in a ?gure, and the other digits are the number of the 
draWing ?gure in Which the item Was introduced. 

Finally, some knoWn general cryptographic techniques, 
like techniques for providing and verifying authentication 
and encrypting and decrypting data, are assumed Without 
presenting the details of these techniques. 
1. Introduction 

Turning to FIG. 1, an exemplary embodiment of the 
present invention is shoWn, using eXisting computer hard 
Ware and operating systems, speci?cally con?gured, and 
eXtended With some speci?c programs. Obviously, numer 
ous alternative con?gurations may be used, as Well as 
different hardWare, operating systems, database programs, 
physical communication channels and communication pro 
tocols. 

Data is entered into the system, and also updated, by 
means of one of the update terminals 100. An update 
terminal 101 is a standard PC (With an Intel 80486 or Intel 
Pentium processor), running under the Microsoft WindoWs 
95 operating system. This terminal 101 splits the data, 
performs the appropriate encryption, and sends the resulting 
data to the mapper. To connect to the mapper 130, this PC 
is equipped With a standard asynchronous modem 110. This 
modem 110 connects With a cable 111 to the public tele 
phone netWork 120. When storing or updating data, the 
update terminal 101 dials up the mapper 130. 

The mapper 130 consists of 132, a Sun Sparc 20, equipped 
With a Sybase database (used to store the corresponding 
fragment-identi?ers and pseudonyms). To alloW multiple 
terminals to connect simultaneously, the mapper 130 is 
equipped With 131, a modem-pool and a Transpac X25 
ISDN data sWitching netWork, connecting the incoming 
lines from 120 to 132. The mapper 130 processes the 
message from the update terminal (by performing the nec 
essary decryption and mapping of identi?ers) and sends the 
data-fragments to the appropriate partial-databases of the 
group of partial databases 150. The mapper 130 connects to 
a database 151 by means of an ISDN modem 140. Data is 
transferred using a dedicated ISDN line 141. 
The database 151 is also equipped With a modem 140. 

Depending on the amount of data to be stored and retrieved, 
and the desired response time, the database 151 can range 
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from a standard PC (Intel Pentium processor and 32 MB of 
RAM), equipped With the Microsoft Windows NT operating 
system, running a Microsoft SQL Server database engine, to 
a Sun Sparc 2000 station and a Sybase database engine. The 
database 151 stores the received data-fragments on a disk 
medium. 

Data is retrieved by means of one of the query terminals 
160. A query terminal 161 is similar to the update terminal 
101. It transfers the query to the mapper 130. This mapper 
retrieves the data from the appropriate databases, and returns 
an ansWer. The query terminal connects to the mapper 130 
by calling in, over the public telephone netWork 120, With a 
modem 110. All machines mentioned use DEC MessageQ to 
communicate. 

The grouping of identi?ers (pseudonyms) may addition 
ally be performed by the mapper, or a machine con?gured 
similar to a mapper, placed in betWeen modem pool 131 and 
mapper 132. 

In the folloWing draWings, for reasons of clarity, the 
physical apparatuses involved are shoWn in an abstract 
manner. In the accompanying teXt, they are sometimes 
referred to as entities or parties. Lines and arroWs in the 
draWing ?gures represent the apparatuses and/or methods 
for effecting the transfer of data, Which may be held initially 
or delayed on their Way, passed through various apparatuses, 
encoded and decoded, cryptographically or otherWise, to 
provide their authenticity and/or secrecy and/or error detec 
tion and/or error recovery. In the teXt, the transfer of data is 
referred to as sending a message and receiving a message, 
Without referring to the actual physical process. All appa 
ratuses involved in the presented embodiments have a 
suitable means for retaining and retrieving data, on some 
physical media (eg tape or disk). For clarity, in the text 
beloW, this is referred to store data and retrieve data, Without 
referring to the actual physical process. 

Furthermore, it is assumed that each of the parties has a 
means of protecting their equipment against abuse, by 
restricting access to the relevant apparatuses to authoriZed 
persons—either physically, by locking these apparatuses, or 
logically, by means of requiring passWords and/or storing 
data in an encrypted form. In the last case the decryption 
keys Will be supplied only to authoriZed persons. The Way 
this functionality is achieved can be either manual or 
automated, or in some miXed form. 
2. The General Mapping Mechanism 

Turning to FIG. 2, the general mapping mechanism per 
formed by mapper 200 is described. The mechanism starts 
When the mapper receives a message 201. This message 
consists of n groups of three data-elements, each of the form: 

DNA 
Where n is an integer value, and X is an integer value betWeen 
1 and n. Furthermore, ENCPIUMADX) is some arbitrary data 
Dx, encrypted With the public key of the mapper, Ax is the 
addressee of the data, and PX is an identi?er, used by the 
sender of message 201 to refer to data Dx. 
Upon receipt of this message, the mapper veri?es Whether 

it has received the identi?ers P1, . . . ,Pn previously, by 
searching the ?rst ?eld 203 of a list of data-elements 202 in 
a suitable data representation physical medium. In the case 
P1, . . . ,Pn is found, in the neXt step of the mechanism the 
mapper uses the identi?ers P‘l, . . . ,P‘n stored in the second 

?eld 204 of the data-element. OtherWise, if P1, . . . ,Pn is not 
found, n unique and so far unused identi?ers P‘l, . . . ,P‘n are 

chosen by the mapper to be used in the neXt step. 
In the neXt step, using his private key, the mapper decrypts 

the n pieces of encrypted data to reveal D1, . . . ,Dn. It then 
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8 
sends these results in n messages (206) to the appropriate 
addressees (as speci?ed in A1, . . . ,An). Each of the n 
messages has the folloWing form: 

The receiver Ax Will associate the identi?er P‘x With the 
received data Dx. When neW P‘l, . . . ,P‘n Were chosen by the 
mapper, the mapper adds to the list a data-element 202 
containing P1, . . . ,Pn in ?eld 204, the identi?ers P‘l, . . . ,P‘n 

in ?eld 203, and addressees A1, . . . ,An in ?eld 205. 
It Will be obvious to a person of ordinary skill in the art 

that the chosen identi?ers can be generated by the mapper, 
or be generated in cooperation With other apparatuses. This 
fragment identi?er should be chosen so it cannot be linked 
to the data by anything other than the mapper. In this respect, 
for instance, a unique, unused, randomly generated integer 
may be used. 
When multiple data-fragments are presented in one mes 

sage 201 (in other Words, When the value of n is greater than 
1), by storing the identi?ers together, the mapper records the 
correspondence betWeen these fragments. This is referred to 
as linking identi?ers. The mechanism of replacing the iden 
ti?ers PX With P‘x is referred to as mapping identi?ers. 
3. Detailed Description Of The First Preferred Embodiment 
We continue With a detailed description of a ?rst preferred 

embodiment of the inventive techniques. 
3a. OvervieW 

Turning to FIG. 3, the respective apparatuses of a data 
base system and their interconnections are shoWn. 

The apparatuses that are used to supply and refresh 
information (to be) stored in the system Will be referred to 
as update terminals. Box 300 represents one or more update 
terminals. TWo update terminals, labelled 301 and 302, are 
shoWn here for illustrative purposes. The number of update 
terminals is denoted by k. It Will be appreciated that the 
precise number of update terminals is not essential to the 
present inventive techniques. 
200 is an instance of the mapper, as described in FIG. 2. 

It controls the access to all the information stored in the 
database system. It Will be understood that although the 
mapper is referred to as a single entity, it need not actually 
be so. The mapper may actually correspond to an entire 
netWork of entities that are all in charge of controlling the 
access to the information stored in the system. It is envi 
sioned that in most applications the mapper Will be operated 
by a trusted third party. This trusted third party can be a part 
of the organiZation operating the database, but also a gov 
ernment body or, for example, a consumer interest group. 
The apparatuses that are used to store (parts of) the 

information Will be referred to as partial-databases. Box 320 
represents one or more partial-databases. TWo partial 
databases, labelled 321 and 322, are shoWn here for illus 
trative purposes. The number of partial-databases is denoted 
by m. Although a system should consist of at least tWo, the 
precise number of partial-databases is not essential to the 
present inventive techniques. All relevant apparatuses con 
tain data about What type of data is stored by Which 
partial-database. Access to the data stored in partial 
databases is assumed to be restricted to the respective 
partial-databases. It Will be appreciated that access can be 
restricted physically—by controlling the area in Which the 
partial-database is stored—and/or logically—by, for 
eXample but Without limitation, encryption of the stored data 
or passWord protection schemes. Such access-control meth 
ods are Well knoWn, and Will not be further discussed here. 
The goal of the separation of the system into partial 
databases is that the partial-databases contain no, or very 
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limited, information that is sensitive When considered in 
isolation, or even When combined. 

The apparatuses that are used to retrieve the information 
Will be referred to as query terminals. Box 330 represents 
one or more query terminals. TWo query terminals, labelled 
331 and 332, are shoWn here for illustrative purposes. The 
number of query terminals is denoted by n. It may be noted 
that the number of query terminals is not essential to the 
present inventive techniques. 

It is not excluded that an update terminal and a query 
terminal correspond to the same entity, and neither is it 
excluded that the same entity is represented by more than 
one update terminal and/or query terminal. 

Each of the update terminals can send information 
directly to the mapper through a communication channel, 
represented by arroWs 340 and 341 for update terminals 301 
and 302 respectively. Each of the partial-databases can 
exchange information directly With the mapper through a 
communication channel, shoWn here as 342 and 343 for 
partial-database 321 and 322 respectively. Each of the query 
terminals can exchange information directly With the map 
per through a communication channel, shoWn here as 344 
and 345 for query terminal 331 and 332 respectively. When 
requested by a neighbor apparatus, all apparatuses Will 
forWard messages to enable apparatuses that are not directly 
connected to exchange information. The communication 
channels presented here are not necessarily the physical 
connections betWeen the apparatuses. Messages may be 
routed arbitrarily, the only restriction being that messages 
have to travel in the right order through the apparatuses 
relevant to the mix mechanism. 

Three basic operations are supported by the system: 
adding a neW record, updating an existing record and 
performing a query. It Will be appreciated that, depending on 
the application of the invention and/or on the jurisdictional 
domain in Which it is operated, certain legal restrictions may 
apply to the operations and/or results thereof. Additional 
restrictions may be laid doWn in agreements betWeen the 
update terminals, the mapper and the partial-databases. 
3b. The Add-Record Process 

Turning noW to FIG. 5, the process of adding a record, in 
Which an update terminal 301 or 302, the mapper 200, and 
the partial-databases 320 participate is shoWn. FIG. 4, shoWs 
a data-element subjected to this process. 
When one of the update terminals has neW information to 

store it starts the process in step 501. The update terminal in 
question separates the input record into m data-fragments 
D1, . . . ,Dm (n of FIG. 2 equals We Will refer to the 
fragmentation of single data records as vertical fragmenta 
tion. The update terminal in question furthermore assigns 
each of the fragments to one of the partial-databases (the 
addressees mentioned in FIG. 2). The Way in Which an input 
record is separated into fragments may vary betWeen dif 
ferent applications of the inventive techniques, (i.e. each 
piece of information in the record may occur in none of the 
fragments, one of the fragments, several fragments or even 
in all fragments). It is envisioned that in some cases the 
separation into fragments and assignment to partial 
databases Will vary from record to record, but in many 
situations the separation and assignment Will be similar for 
all records. Although in this preferred embodiment the data 
is divided over all partial-databases in the system, in other 
respects this division is to be considered an example, and not 
intended to limit the scope of the present invention. The 
update terminal constructs a message 201 (as described in 
relation to FIG. 2) by assigning fragment identi?ers P1, . . . , 
Pm to the fragments, and encrypting the fragments With the 
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public key of the mapper. It Will be obvious to those of 
ordinary skill in the art that the update terminal can encrypt 
the data-fragment beforehand in such a Way that the 
assigned partial-database can decrypt the data-fragment 
While some or all other parties in the system cannot decrypt 
the data. This prevents the mapper from collecting a copy of 
all data stored in the partial databases. It is envisioned that 
most embodiments Will use such an encryption. The last 
action of 501 is the sending of message 201 to the mapper, 
in message 502, using the communication channel. 
Upon receipt of 201, the mapper starts execution of step 

503. As described in relation to FIG. 2, it constructs message 
206, by decrypting the data-fragments, and records a data 
element 202. As the concluding action of step 503, the m 
messages of 206 are sent to the assigned partial-databases, 
using the respective communication channels. Of these m 
messages, tWo are shoWn here, 504 and 508. The other 
messages are depicted by 506. Only the partial-databases 
that correspond to messages 504 and 508 are shoWn, the 
others are omitted from the diagram for clarity. 
Upon receipt of the message 504 the ?rst partial-database 

starts execution of step 505. The partial-database stores a 
data-element 400, containing the received data-fragment Dx 
in ?eld 401 and identi?er P‘x in ?eld 402. This ends step 505, 
after Which the actions to be performed by these partial 
databases in the update process are executed. The process 
step 509, executed by the other partial-database shoWn here 
is similar to step 505, as are the steps executed by the other 
databases. When all partial-databases have executed their 
respective steps, the process terminates at step 510. 

Application of this process not only fragments the data 
vertically. Since each record is stored Without any reference 
to other associated records, data is also fragmented horiZon 
tally. We refer to this database system as fully fragmented. 
3c. The Record-Update Process 

Updating a record Works along similar lines to the process 
of adding a record as described in FIG. 5. It starts With an 
update terminal Wishing to update one of the previously 
submitted records. The update terminal separates the neW 
record into fragments using the same method used for 
separating the old record. It then forms a message 201, 
similar to that described above. HoWever, instead of assign 
ing neW identi?ers, the same identi?ers P1, . . . ,Pm are used 

as in the add-record process for this record. When it receives 
the message, the mapper retrieves the associated P‘l, . . . Pm 

and A1, . . . ,Am. Using the received update fragments 
D‘l, . . . , Dr”, and the retrieved information, the mapper then 

constructs m update messages (206), and sends them to the 
respective partial-databases, the same Way as described in 
503. Each partial-database then searches in the data 
elements 400 for the Dx it stored With the fragment identi?er 
P‘x and updates the fragment With the received D‘x. Deleting 
a record can thus be considered a special case of updating a 
record. 
3d. The Query Process 

Finally, We consider query operations. We proceed by 
giving a general description of the process, as performed by 
the mapper, a query terminal and the partial-databases. FIG. 
6, shoWs a data-element related to this process. A detailed 
description of an example of a query Will be given later in 
relation to FIG. 7. 
A query operation is performed by one of the query 

terminals 330. It also involves the mapper 200 and the 
partial-databases 320.The query terminal starts a query by 
submitting a query request to the mapper. A query request, 
of Which the structure is shoWn in 600, consists of a 
data-independent part 601 that is called the query template, 
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and of Zero or more data-holding parts called the query felds. 
TWo query ?elds, 602 and 604, are shown. The other query 
?elds are denoted by 603. The query template consists of a 
question (or command), formally phrased in some query 
language. The query template may contain references to data 
stored in the query ?elds. The number of query ?elds and the 
type of the data in these ?elds are determined by the query 
template. 

The concept of query languages is Well knoWn to persons 
of ordinary skill in the art. An example is hoWever given. 
The query “Give the names of all men aged 99” is described 
by a query template With value “Give all name for Which 
gender=1 and age=2”, in Which the term shoWn in under 
lined italic describes the requested output of the query and 
the terms shoWn in italic (Whether or not underlined) 
describe data types. The digits are placeholders for the value 
of query ?elds 1 and 2. The example query request consists 
of tWo query ?elds, ?eld 1 With value “male” and ?eld 2 With 
value “99”. 

The contents of the query ?elds can be hidden from the 
mapper. To this end, the query terminals encrypt these ?elds 
for the relevant partial-databases. If a ?eld is relevant to 
more than one partial-database, it is encrypted for each of 
these partial-databases separately. Given only the query 
template in a form readable by the mapper, the mapper may 
generally be assumed to be able to process the query, for a 
large class of queries. 
When the mapper receives a query request, it ?rst analy 

ses the query template to determine if the query request is 
alloWed by relevant agreements and applicable legislation. 
In determining Which types of queries are alloWed, the 
mapper may also takes into consideration, among possibly 
other things, related query requests that have been alloWed 
in the past, and related query requests that Will be alloWed 
in the future. Finally it considers Which kind of data needs 
to be communicated to and from the partial-databases 
involved. It is believed that a large class of queries can be 
processed in this Way. In some cases it may be necessary to 
knoW the value of one or more query ?elds to be able to 
determine if a query-request is alloWed. If it is undesirable 
that the mapper should learn the value of the query-?elds, 
then it is envisioned that the query-request, the relevant 
query ?elds, and additional information regarding the 
database-system are submitted to an independent party that 
has no access to any of the information stored in the system, 
and that is trusted by both query terminal and mapper. This 
independent party can then determine for the mapper if the 
query is alloWed. 

The mapper responds to alloWed queries by sending back 
a query ansWer. 

To solve a query request, the mapper processes the query 
template, and constructs query sub-requests. These query 
sub-requests are based on the data types used in the query 
template, the logical structure of the query template, and the 
fragmentation of the data in the partial-databases. Each 
query sub-request, like a query request 600, consists of a 
query template and Zero or more query ?elds. The mapper 
submits these query sub-requests to the appropriate partial 
databases. Each partial-database solves the received sub 
query request locally (meaning: by only using locally-stored 
data), and sends a query sub-ansWer back to the mapper. 
Depending on the query template and the fragmentation of 
the data in the partial-databases, it is possible that the 
mapper has to construct query sub-requests using query 
sub-ansWers received as a response to previously submitted 
query sub-requests. 
When the result of the last submitted query sub-request is 

received by the mapper, it constructs the ?nal query answer, 
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based on the data types used in the query template, the 
logical structure of the query template, and the received 
query sub-ansWers, and sends this ansWer to the query 
terminal. 

Data in a query sub-ansWer can be hidden from the 
mapper. To this end, in the case that the data is used by the 
mapper in subsequent query sub-requests, the partial 
databases hereto are requested to encrypt these ?elds for the 
respective partial-databases. In the case that the data is used 
by the mapper to construct the query ansWer, the partial 
database is requested to encrypt the data for the appropriate 
query terminal. To enable the partial-database to encrypt 
data for a certain entity, the mapper supplies entity 
identifying information to the partial-database. Encrypting 
data for the assumed recipient also ensures that no entity can 
successfully assume the identity of another entity and 
request data in that entity’s name. 

Depending on operational and legal relations betWeen 
mapper and partial-database, each partial-database may 
decide to ansWer a request or not When it receives a query 
sub-request, based on the query sub-request, using the same 
method as the mapper. Also, in cases Where no encryption of 
data Was requested by the mapper, the partial-database may 
still decide, (again, possibly based on the query sub 
request), to encrypt the data. 
3e. A Query Example 

Turning to FIG. 7, We Will noW give an example of the 
query process as performed in the ?rst preferred embodi 
ment. It Will be appreciated that the example Was chosen so 
that it can be used by a person of ordinary skill in the art as 
the basis for generaliZation to other queries. 
By applying a total of p add-record processes shoWn in 

FIG. 5, the update terminal has stored p records in the 
system. These records hold identifying information of a set 
of people. The records Were fragmented in tWo parts. One 
fragment, holding the name information, is stored by partial 
database 321. The other fragment, holding the address 
information, is stored by partial-database 322. Information 
regarding the fragmentation (Who stores What type) is pub 
lic. As a result of the add processes, the mapper has stored 
p data-elements 202, and the partial-database 321 and 322 
each have stored p data-elements 400. 

In FIG. 7 the process steps executed by the apparatuses 
involved in the example query are shoWn. The process starts 
With step 701. The query terminal ?rst constructs the query 
request. We consider the folloWing query template: “For 
person name=1: does the name occur in the address?”. We 
assume that this query is expressed correctly in the query 
language used by all parties, as We do for all folloWing 
queries. The template is accompanied by one query ?eld, 
holding tWo values: the value “Smith” encrypted by the 
query terminal 331 for partial-database 321, and the same 
value (“Smith”) encrypted by the query terminal 331 for 
partial-database 322. Next, the query template and query 
?eld are sent to the mapper 200, in message 702. Upon 
receipt of the message, the mapper starts execution of step 
703. It analyses the validity of the query (for accordance 
With relevant query policy, agreements and legislation). In 
this example We assume that the query is alloWed. The 
mapper continues With step 704 in Which it constructs the 
?rst query sub-request. This request consist of a query 
template With value “Give the fragment identi?er of name= 
1” and a query ?eld, copied from the original query request, 
With value “Smith” encrypted for partial-database 321. It 
then sends this query sub-request to partial-database 321, in 
message 705. Upon receipt of this message the partial 
database 321 starts the execution of step 706. It analyses the 
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validity of the query sub-request. In this example We assume 
that the query sub-request is allowed. It continues With step 
707 in Which it constructs the query sub-ansWer. It decrypts 
the query ?eld to reveal the value “Smith” and searches the 
set of locally-stored data-elements 400, until it ?nds a 
data-element With a ?eld 401 that has the value “Smith”. We 
assume that it ?nds such a data-element. From the ?eld 402 
of this data-element it copies the fragment-identi?er, say P‘x, 
and sends it to the mapper 200 in message 708. Upon receipt 
of this message the mapper starts execution of step 709. It 
processes the query sub-ansWer, and stores the received 
fragment-identi?er. Next it continues in step 710 by con 
structing a second query sub-request. This request consists 
of a query template With value “Give all fragment identi?er 
of Which name=1 occurs in address” and a query ?eld, 
copied from the original query request, With value “Smith” 
encrypted for the partial-database 322. It then sends this 
query sub-request to partial-database 322, in message 711. 
Upon receipt of this message, the partial-database 322 starts 
the execution of step 712. It analyses the validity of query 
sub-request. In this example We assume that this query 
sub-request is alloWed. It continues With step 713 in Which 
it constructs the query sub-ansWer. It decrypts the query ?eld 
to reveal the value “Smith” and searches the set of locally 
stored data-elements 400, until it ?nds a data-element that 
has a ?eld 401 in Which “Smith” occurs. We assume that it 
?nds three of such data-element. From the ?eld 402 of these 
data-elements it copies the fragment-identi?ers, say P‘1,P‘2 
and P3, and sends them to the mapper 200 in message 714. 
Upon receipt of this message the mapper 200 starts the 
execution of step 715. It processes the query sub-ansWer, 
and stores the received identi?ers. It continues in step 716 by 
constructing the query ansWer. The mapper searches the 
locally-stored data-elements 202 for an occurrence of P‘x and 
one of P‘1,P‘2 and P‘3 in the same ?elds 204. If an occurrence 
is found, it can be concluded that the ansWer to the query is 
“Yes”, otherWise the ansWer is “No”. The query-ansWer is 
sent to query terminal 331 in message 717, and the received 
fragment identi?ers are discarded by the mapper. Upon 
receipt of this message the query terminal 331 starts execu 
tion of step 718, in Which it processes the query-ansWer. 
Finally, the query process terminates in step 719. 

In the above exposition of the example query some 
assumptions are made regarding validity of request and 
occurrences of data in the databases. The alternative How of 
the process in cases Where one or more of the assumptions 
are not met, Will be obvious to a person of ordinary skill in 
the art. 
As illustrated in the example given above, the mapper 

fully controls de-fragmentation of stored data. HoWever, it 
may be noted that the data can be accessed in fragmented 
form, Without involvement of the mapper. This is no threat 
to protection of sensitive information offered by the system, 
since the data fragmentation is chosen With this in mind 
(preventing each partial-database from holding sensitive 
data). Moreover, the information stored in a partial-database 
may be of value in providing statistical information. 
3f. Changing Data Fragmentation 
As Will be appreciated the fragmentation of data can be 

altered, When stored according to the descriptions given 
above. If all involved parties (that operate partial-databases 
and mapper) cooperate, and only then, data can be retrieved 
from the system de-fragmented, and subsequently stored in 
non fragmented form or re-fragmented differently. 

It Will be clear to persons of ordinary skill in the art that 
each party operating a partial-database, by itself, can apply 
the present inventive techniques to further fragment the data 
stored at that party. 
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3g. Combining Database Systems 
The inventive techniques described above can be applied 

When merging existing databases. When databases are 
merged, certain relations betWeen records in the respective 
databases are identi?ed. These identi?ed relations can sub 
sequently be used in queries in the neW database; they form 
the surplus value of the merged database over the tWo 
individual databases. HoWever, for legal reasons, reasons of 
security and privacy or other reasons it may not be alloWed 
or desired to merge the databases into one database in a 
straightforWard Way. These restrictions can be overcome by 
distributing the access-control over multiple parties (i.e. 
introducing one or more mappers) and storing the frag 
mented data as proposed above. After the neW database 
system is started and the desired fragmentation is decided, 
all data from both databases is stored unaltered, but 
fragmented, in the neW system. Both databases perform the 
role of update terminal, and execute the above-described 
add-record process for all records. Secondly, data-fragments 
originating from the respective databases have to be linked 
according to one or more relations. Hereto the mapper of the 
neW system initiates queries over the stored fragments 
regarding these relations, to Which the partial-databases 
respond in a similar Way as in the query-record process 
described above. The responses of the partial-databases are 
used by the mapper to store links betWeen the corresponding 
fragment-identi?ers. The process, (referred to as grouping of 
data-fragments), of performing certain ?xed queries, by the 
mapper, prior to queries from the query terminal, Will be 
described in detail beloW. To process query-requests sub 
mitted by the query parties of the neW system, the mapper 
Will use the links that resulted from the pre-queries When 
constructing query sub-requests and interpreting the query 
sub-ansWers. 

It Will also be appreciated that databases that are con 
structed using the present inventive techniques can only be 
totally merged When all involved partial-databases and the 
mapper agree to such a merge. 
3h. Improvements And Extensions 

To prove authenticity of messages and to alloW disputes 
to be resolved, all messages may be supplied together With 
digital authentication (signatures). Additionally, a digital 
receipt may be supplied to the sender of a message by the 
receiving party. Digital signatures and receipts are Well 
knoWn types of public key signatures Well-knoWn in the art. 

In the description of the three processes above, the update, 
query and partial-databases apply encryption to hide data 
from the mapper. If no countermeasures are taken, encrypted 
data may be recogniZed When it passes a party. Although 
encrypted data cannot be read, recogniZing occurrences of 
the same data can reveal information. Various methods to 
hide both the content, and the occurrence of data, are knoWn 
in the literature, such as for example the addition of some 
varying, redundant information (‘noise’) to the data before 
encryption, in a Way that alloWs removal of the noise after 
decryption. 

Instead of sending data (encrypted) via the mapper, it may 
be preferable in some instances, for reasons of ef?ciency and 
security, to send the data (to be hidden) over an alternative 
channel directly to the recipient. When, additionally, the 
(encrypted) data in the data ?elds of the above-mentioned 
messages is replaced by placeholders, it is believed that the 
same functionality as described above can be achieved. 

In the same Way that mixes can be replaced by mix 
cascades, the mapper 200 can be replaced by a mapper 
cascade. FIG. 8 shoWs such a mapper-cascade. The box 800 
represents tWo or more mappers 200. For clarity, only tWo 
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are shown. Each mapper can communicate With its neigh 
bors in the cascade. For clarity, only tWo communication 
channels are shoWn, 811 and 812. The communication 
channel 810 of the ?rst mapper in the cascade corresponds 
to the communication channels 340,341,344 and 345 of the 
original (replaced) mapper. The communication channel 813 
of the last mapper in the cascade correspond to the com 
munication channels 342 and 343 of the original (replaced) 
mapper. The functionality of each of the mappers in the 
cascade is identical to the functionality the original 
(replaced) mapper 200 described above. It is envisioned that 
each mapper in a mapper-cascade is operated by a different 
trusted third party. The cascading of mappers alloWs the 
introduction of the desired number of data protecting parties. 
It Will be obvious to a person of ordinary skill in the art hoW 
to extend the operations described above to a system that 
includes a mapper-cascade. To ensure that none of the 
mappers is by-passed, the data submitted by the update 
terminals may be encrypted successively for all respective 
mappers. 

It Will be appreciated that some ef?ciency improvements, 
obvious to those of ordinary skill in the art, can be applied. 
For instance, instead of sending all fragments from a single 
record in a single message, to identify records (When pre 
sented fragmented) record identi?ers can be introduced. The 
correspondence betWeen the fragment identi?ers PX and P‘x 
does not have to be stored, if the mapper constructs P‘x from 
PX in a ?xed, reproducible and reversible Way. 
4. Detailed Description Of The Second Preferred Embodi 
ment 

We continue With a detailed description of a second 
preferred embodiment of the inventive techniques, that 
builds on techniques described above. This embodiment is 
believed to be an ef?cient implementation of a special case 
of the ?rst preferred embodiment, extended to offer addi 
tional functionality. We describe a dossier system in Which 
dossiers on individuals are stored. In this example each 
dossier contains medical records relating to an individual, 
Which are updated and used by various physicians and/or 
other doctors. It Will be appreciated that the choice of a 
medical dossier-system is arbitrary. It is chosen to expose 
the present inventive techniques and should not be vieWed as 
any limit of their scope. Other applications in Which the 
inventive techniques can be applied are easily envisioned, 
such as systems that store dossiers holding information other 
than medical information, and systems that store dossiers on 
entities other than individuals, for example, but Without 
limitation, groups of individuals, organiZations or legal 
entities. 
4a. OvervieW 

Turning noW to FIG. 9, a description of the respective 
entities and their interconnections in a proposed medical 
dossier-system is given. 

The entities that supply, refresh and use information 
stored in dossiers are referred to as local terminals. Box 900 
represents one or more local terminals. The number of local 
terminals is denoted n. Only tWo are shoWn for illustrative 
purposes, numbered 901 and 902. Each local terminal ful?lls 
a role corresponding to both an update terminal 300 and a 
query terminal 330 (see FIG. 3). 

Data access is controlled jointly by three entities. The 
functionality of each of these entities Will be clear from the 
descriptions of various processes given beloW. The ?rst 
entity 910 is referred to as mapper A, the second entity 920 
is referred to as mapper B, and the entity 940 is referred to 
as the grouper. As Will be clear from the exposition beloW, 
their joint functionality can be seen as an extension to the 
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functionality of the mapper 200. It is envisioned that these 
three entities are operated by one or more trusted third 
parties. 

In this second preferred embodiment, the stored informa 
tion is again fragmented vertically. The system comprises 
tWo partial-databases, each With a distinct functionality. The 
?rst partial-database 930 (the matcher) holds individuals’ 
identifying information (the part of a medical record that 
refers to the real-life identity of an individual), the other 
partial-database 950 (the central-database) holds only medi 
cal information (the actual medical data Without reference to 
real-life identities). The functionality of these entities cor 
responds to functionality of the partial-databases 320 of 
FIG. 3. 

Each of the n local terminals 900 can exchange messages 
directly With the grouper 940. For clarity, only the commu 
nication channels for local terminals 1 and n are shoWn, 
numbered 993 and 994. Mapper A 910 can exchange mes 
sages directly With matcher 930 using communication chan 
nel 981, and With grouper 940 using communication channel 
984. Mapper B 920 can exchange messages directly With 
grouper 940 using communication channel 983, and With the 
central-database 950 using communication channel 982. 
When requested, all apparatuses Will forWard messages to 
enable apparatuses that are not directly connected to 
exchange information. 

Three basic operations are supported: link-dossier, 
update-dossier and query-dossier, shoWn in FIG. 11, FIG. 12 
and FIG. 13 respectively. FIG. 10 shoWs the data-objects 
related to the link-dossier and update-dossier operations. 
FIG. 14 shoWs the data-objects related to the query-dossier 
operation. 
As already mentioned in relation to the ?rst preferred 

embodiment, depending on the application of the invention 
and on the jurisdictional domain in Which it is operated, 
certain legal restrictions may apply to the operations and/or 
results thereof. Additional restrictions may be laid doWn in 
agreements betWeen the local terminals, the grouper, the 
mapper A, the mapper B, the matcher and the central 
database. 
4b. The Link-Dossier Operation 
The local terminal has to perform the link-dossier opera 

tion for a certain individual before it can perform any other 
operation regarding that individual. 

Turning to FIG. 11, the link-dossier operation is described 
in detail. When a local terminal Wants to create a link to the 
dossier of a certain individual, it starts the process at 1100. 
We assume that this local terminal obtained identifying 
information from the individual beforehand. Prior to this 
operation, agreements have been made Within the system 
that de?ne the form of acceptable identifying information. 
This identifying information consist of, but is not limited to: 
for example the name, the address, the date of birth, the 
place of birth and/or the social security number of the 
individual. We Will refer to the obtained identifying infor 
mation as ID. 

In step 1101, the local terminal assigns to ID a neW, 
unique, identi?er Which We Will refer to as pseudonym P. 
This pseudonym should be chosen so it cannot be linked to 
the identity by anything other than the local terminal. In this 
respect, for instance, a previously unused, randomly gener 
ated integer can be used. The local terminal constructs a 
data-obj ect consisting of tWo ?elds, from noW on referred to 
as a tuple, that has a structure shoWn in 1001. The ?eld 1002 
is assigned the value ID and the ?eld 1003 is assigned the 
value P. It then stores this tuple. Next the local terminal 
constructs a data-object that has a structure shoWn in 1010. 
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The ?eld 1012 is assigned the value P. The ?eld 1011 of this 
tuple is assigned the value ID**, a doubly encrypted version 
of ID. The value ID* * is created as follows. To hide it for the 
grouper and mapper A ID is encrypted With the encryption 
key of the rnatcher. To ensure that rnapper A is not 
by-passed, the result ID* is encrypted again, this time With 
the encryption key of the rnapper A, resulting in ID**. 
Finally, this tuple 1010 is sent to the grouper in message 
1102. 

Before the current link-dossier operation started, the grou 
per Will have stored a set of Zero or more data-objects. These 
data-objects are of a structure shoWn in 1050. This is a set 
holding one or more pseudonyrns previously accepted from 
one of the local terrninals. For clarity, tWo pseudonyrns are 
shoWn, 1051 and 1053. Field 1052 represents the remaining 
pseudonyrns. Upon receipt of the message 1102 the grouper 
executes step 1103. It checks if the pseudonym P, taken from 
?eld 1012 of the received tuple 1010, is a neW pseudonyrn, 
unique to the grouper, by verifying if it does not occur in any 
of the stored sets 1050. If it does occur, the operation is 
aborted. OtherWise, the grouper forWards the tuple 1010 to 
rnapper A, in message 1104. 

Before the current link-dossier operation started, the map 
per A Will have stored a set of Zero or more data-objects of 
a structure shoWn in 1020. The ?eld 1021 holds a pseud 
onyrn previously accepted from one of the local terminals. 
The ?eld 1022 holds a pseudonyrn previously assigned by 
rnapper A. Upon receipt of message 1104 the rnapper A 
executes step 1105. It checks Whether the pseudonym P, 
taken from ?eld 1012 of the received tuple 1010, is a neW 
pseudonyrn, unique to rnapper A, by verifying that it does 
not occur in any ?eld 1021 of all tuples 1020 stored by the 
mapper A. If it does occur, the operation is aborted. 
OtherWise, rnapper A generates a neW, unique pseudonyrn 
PA. Similar to the creation of pseudonyrn P this pseudonyrn 
should be chosen so that it cannot be linked to the identity 
by anything other than the rnapper A. This pseudonyrn is 
linked to the received P by creating and storing a data-obj ect 
1020. The ?eld 1021 is assigned the value P, and the ?eld 
1022 is assigned the value PA. Next, rnapper A constructs a 
data-object of a structure shoWn in 1030. The ?eld 1031 is 
assigned the value ID*, Which rnapper A re-creates from the 
received tuple 1010 by decrypting the value ID** of ?eld 
1011. Field 1032 is assigned the value PA. Finally, rnapper 
A sends the tuple 1030 to the rnatcher in message 1106. 

Before the current link-dossier operation started, the 
rnatcher has stored Zero or more data-objects. These data 
objects are sets of a structure shoWn in 1040. Each set 1040 
contains Zero or more tuples. TWo of these tuples, 1041 and 
1043, are shoWn for clarity. The remaining tuples are 
denoted by 1042. Each tuple has a structure shoWn in 1046, 
consisting of a ?eld 1045 holding a pseudonyrn previously 
accepted from the rnapper A, and a ?eld 1044 holding 
corresponding identifying information previously received 
from one of the local terrninals (via the rnapper A). Upon 
receipt of message 1106 the rnatcher executes step 1107. It 
veri?es if PA (taken from ?eld 1032 of the received tuple 
1030) is a neW pseudonyrn, unique to the rnatcher, by 
checking if it does or does not occur in any of the pseud 
onyrn ?elds 1045 of all the tuples 1046 of all sets 1040 
stored by the rnatcher. If it does occur, the operation is 
aborted. OtherWise, the rnatcher re-creates ID from message 
1106, by decrypting ID* taken from ?eld 1031 of the 
received tuple 1030. Next, for all stored sets 1040 the 
rnatcher compares the retrieved ID With the values of all the 
identifying information ?elds 1044 of all tuples 1046 of that 
set. If ID matches with a set of identifying information ?elds 
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1044, a tuple 1046 is added to that set. The identifying 
information ?eld 1044 of this added tuple is assigned the 
value ID, and the pseudonym ?eld 1045 is assigned the 
value PA. OtherWise, if ID does not match With any of the 
sets 1040, a neW set 1040 is created, holding one tuple 1046 
of Which the identifying information ?eld 1044 is assigned 
the value ID, and the pseudonym ?eld 1045 is assigned the 
value PA. (It may be noted that identifying information does 
not have to be equal to match. The de?nition of a ‘match’ 
falls outside the scope of the present invention. Many 
rnatching techniques that can be automated are knoWn in the 
literature. It is envisioned that for some applications rnanual 
rnatching may be needed in arnbiguous situations.) Next, the 
rnatcher constructs a data-object of a structure shoWn in 
1060. This is a set that holds one or more pseudonyrns. For 
clarity, tWo ?elds are shoWn, 1061 and 1063. The remaining 
?elds are denoted by 1062. The set 1060 is constructed by 
copying all the pseudonyrns stored in the ?elds 1045 of all 
tuples 1046 into the set 1040 that contains ID. After it is 
constructed, set 1060 consists of In pseudonyrns, denoted by 
PA1, . . . ,PArn, all relating to ID. Finally, the rnatcher sends 
set 1060 to rnapper A, in message 1108. 
Upon receipt of this message the rnapper A executes step 

1109. It constructs a data-object of a structure shoWn in 
1070. This is a set that holds one or more pseudonyrns. For 
clarity tWo ?elds are shoWn, 1071 and 1073. The remaining 
?elds are denoted by 1072. The set 1070, that is initially 
ernpty, is constructed as folloWs. For each of the pseud 
onyrns PA1, . . . ,PArn (from the received set 1060) the 
rnapper A searches all stored tuples 1020. When it ?nds a 
tuple 1020 that holds the searched pseudonyrn in ?eld 1022, 
it adds to set 1070 the pseudonym held in the ?eld 1021 of 
this tuple. This search Will result in a set 1070 holding rn 
pseudonyrns, denoted by P1, . . . ,Prn. Finally, this set 1070 
is sent to the grouper in message 1110. 
Upon receipt of this message the grouper executes step 

1111. The grouper updates its set of data-objects 1050. If 
pseudonyrn P is the only element in the received set 1070, 
a neW set 1050 is created and stored, With one ?eld that is 
assigned the value P. OtherWise, if P is not the only element 
in the received set 1070, the grouper searches the stored sets 
1050 for a set of pseudonyrns that matches the set P1, . . . , 

Prn, except for P. It is assumed that this set is alWays found 
in this case. This set is then replaced by a set P1, . . . ,Prn, 
Which includes the neW pseudonyrn P. 

Step 1112 ends the operation of the link-dossier operation. 
With the operation described above, the local terrninal 

that initiated the operation has created a link to the dossier 
stored in the system of the individual described by ID. The 
pseudonyrn P is the handle of this link. As Will be clear from 
the detailed descriptions of the update-dossier and query 
dossier operations beloW, updates of medical data regarding 
the individual, submitted to the system by the local terrninal 
using the pseudonym P Will subsequently be available to all 
local terrninals, barring applying regulations. Also, in sub 
sequent query-dossier operations regarding the individual 
submitted to the system by the local terrninal using the 
pseudonym P, all medical data regarding the individual 
submitted to the system by all local terrninals Will be 
available to the local terrninal, barring applying regulations. 

It may be noted that an individual cannot be expected to 
give exactly the same ID on different occasions, for various 
reasons, including the fact that an ID is expected to change 
over time. Matching techniques are available, and Well 
knoWn in the art, that are poWerful enough to match various 
identi?cations of the same individual to each other, and to 
not match various identi?cations of different individuals to 
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each other, both With a high degree of precision. Using these 
matching techniques, it is believed that multiple executions 
of the above described link-dossier operation regarding the 
same individual Will result in linking to the same dossier, 
and that multiple executions of the above-described link 
dossier operation regarding different individuals Will not 
result in linking to the same dossier, both With an equally 
high degree of precision. 
4c. The Update-Dossier Operation 

For a local terminal to be able to execute an update 
dossier operation regarding an individual, it ?rst must have 
performed the link-dossier operation, shoWn in FIG. 11, 
regarding this individual. 

Turning noW to FIG. 12, the update-dossier operation Will 
be described. This operation comprises updating the central 
database by a local terminal by adding medical data to an 
individual’s dossier. It Will be appreciated that in many 
applications other update operations Will be supported by the 
central-database as Well (changing, merging and/or remov 
ing of data). It is believed that all types of update-operations 
can be performed in a Way similar to the mechanism given 
beloW. 

The process starts at step 1200, executed by the local 
terminal. It is assumed that this local terminal has obtained 
the right real-life identity ID of the individual, and that it 
Wants to update this individual’s medical dossier With infor 
mation to Which We Will refer to as DATA. In step 1201 the 
local terminal searches the stored tuples 1001 to ?nd the 
pseudonym P corresponding to ID. If a link-dossier opera 
tion has been performed previously for that ID, such P is 
normally found among the stored tuples. To hide it from the 
grouper and mapper, the local terminal encrypts DATA With 
the encryption key of the central-database. To ensure that 
mapper B is not by-passed in the update-dossier operation, 
the result of this encryption, DATA*, is encrypted again, this 
time With the encryption key of mapper B, resulting in 
DATA* *. Next, the local terminal constructs a data-obj ect of 
a structure shoWn in 1075. Field 1076 of this tuple is 
assigned value DATA* *, and ?eld 1077 is assigned the value 
P. Finally, the local terminal sends the tuple 1075 to the 
grouper 940 in message 1202. 
Upon receipt of this message the grouper executes step 

1203. It ?rst veri?es if P is an alloWed pseudonym, by 
searching all stored sets 1050 for an occurrence of P. If a 
link-dossier operation has been performed previously for 
this ID, such P is normally found in the stored tuples. If no 
occurrence is found, the operation is aborted. OtherWise, the 
grouper forWards the message containing the tuple 1075 to 
mapper B in message 1204. It Will be clear from the 
exposition beloW, that in update operations that affect data 
already stored in the dossier, the grouper Will concatenate to 
the tuple 1075 (part of) the set of pseudonyms related to P, 
that is, (part of) the set of pseudonyms stored in the set 1050 
that contains P. This extension, as Will be obvious to a person 
of ordinary skill in the art, alloWs all common types of 
updates to a dossier. 

Before execution of the update-dossier operation the 
mapper B Will have stored a set of Zero or more data-objects 
of a structure shoWn in 1080. The ?elds 1081 of these tuples 
contain pseudonyms previously received from the grouper. 
The ?elds 1082 of these tuples contain corresponding pseud 
onyms previously assigned by the mapper B. Upon receipt 
of the message 1204 the mapper B executes step 1205. It ?rst 
veri?es if the pseudonym P, received in message 1204, has 
been previously received, by searching the ?elds 1081 of all 
stored tuples 1080. If it ?nds a tuple With an occurrence of 
P, it reads the corresponding pseudonym PB from the ?eld 
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1082. OtherWise, it creates and store a tuple 1080 of Which 
the ?eld 1081 is assigned the value P, and the ?eld 1082 is 
assigned a neW pseudonym PB, unique to mapper B. Similar 
to the creation of pseudonym P this pseudonym should be 
chosen so it cannot be linked to the identity by anything 
other than the mapper B. Next, it constructs a tuple of a 
structure shoWn in 1085. It assigns the pseudonym PB to 
?eld 1087. It then decrypts DATA* *, from the received tuple 
1075, and assigns the result DATA* to ?eld 1086. Finally, it 
sends tuple 1085 to the central-database in message 1206. 

Before execution of the update-dossier operation the 
central-database Will have stored a set of Zero or more 

data-objects of a structure shoWn in 1090. The ?eld 1092 of 
this tuple contains a pseudonym previously received from 
the mapper B. The ?eld 1091 of this tuple contains medical 
data, corresponding to the pseudonym, received during an 
update-dossier operations previously performed by a local 
terminal. Upon receipt of the message 1206, the central 
database executes step 1207. It retrieves DATA by decrypt 
ing DATA*, received in tuple 1085. It then veri?es if the 
pseudonym PB, received in message 1206, has been previ 
ously received, by searching the ?elds 1092 of all stored 
tuples 1090. If it ?nds a tuple With an occurrence of PB, it 
Will add DATA to the corresponding medical data stored in 
the ?eld 1091 of this tuple. OtherWise, it Will construct and 
store a neW tuple 1090, and assign the value PB to the ?eld 
1092, and the value DATA to the ?eld 1091. 

This ends the update-dossier operation (see 1208). 
It Will be appreciated that the medical data is stored at the 

central-database linked to a pseudonym, and that a patient 
Will have a different pseudonym at each physician. As a 
result this database has a degree of horiZontal fragmentation. 
4d. The Querv-Dossier Operation 

For a local terminal to be able to execute a query-dossier 
operation regarding an individual, it must ?rst have per 
formed the link-dossier operation, shoWn in FIG. 11, regard 
ing this individual. 

Turning noW to FIGS. 13 and 14, the query-dossier 
operation is described. This operation comprises querying of 
an individual’s medical dossier, by one of the local 
terminals, a medical dossier regarding an individual. 
The process starts at step 1300, executed by the local 

terminal. It is assumed that this local terminal has obtained 
the real-life identity ID of the individual. The local terminal 
queries this individual’s medical dossier by submitting a 
query-request to the grouper. This query-request consist of a 
query template and Zero or more query ?elds. For brevity We 
omit these details here, and refer to the description given in 
relation to FIG. 7. During the query-dossier operation, the 
query template and respective query ?elds are handled in a 
Way similar to the process described in relation to FIG. 7. 
The query-request is referred to as Q. In step 1301 the local 
terminal searches the stored tuples 1001 to ?nd the pseud 
onym P corresponding to ID. If a link-dossier operation has 
been performed previously for that ID, such P is normally 
found in the stored tuples. Next, the local terminal constructs 
a data-object of a structure shoWn in 1400, and assigns the 
value Q to ?eld 1401, and the value P to ?eld 1402. (Not 
shoWn here for clarity is the hiding for the grouper and 
mapper of the data in the query-?elds. A description of the 
hiding mechanism has already been given above in relation 
to FIG. 7.) Finally, the local terminal sends the tuple 1400 
to the grouper, in message 1302. 
Upon receipt of this message the grouper starts execution 

of step 1303. It ?rst veri?es if P is an existing pseudonym, 
by searching all stored sets 1050 for an occurrence of P. If 
one of more link-dossier operations have been performed 
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previously for ID, one such P is normally found in the stored 
tuples. If no occurrence is found, the operation is aborted. 
OtherWise, the grouper starts analyzing the query. It ?rst 
veri?es the validity of the query, in a fashion similar to that 
described in relation to FIG. 7. It Will be appreciated that, as 
a result of the above described link-dossier and update 
dossier operations, each of the pseudonyms stored in the set 
1050 that contains P corresponds to a part of the dossier on 
individual ID stored in the central-database by the local 
terminals. Based on, (among other things), Which local 
terminal stored a part of a dossier and the type of that part, 
the grouper determines Which parts of the dossier are 
relevant to the submitted query-request. It is believed that a 
large class of queries can be analyZed this Way by the 
grouper. The grouper constructs a data-object of a structure 
shoWn in 1410, and assigns the value Q to the ?eld 1411. We 
assume that there are m relevant parts, and refer to the 
corresponding pseudonyms as P1, . . . ,Pm. Field 1412 is 
assigned this set. Finally, the tuple 1410 is sent to mapper B 
in message 1304. 

Upon receipt of this message the mapper B executes step 
1305. We assume that it accepts all submitted query 
requests. Alternatively, it can perform a validity check on the 
query-request as described in relation to FIG. 7. The mapper 
B constructs a data-object of a structure shoWn in 1420, and 
assigns the query-request Q to the ?eld 1421. It constructs 
an, initially empty, set of pseudonyms by replacing all 
pseudonyms from the ?eld 1412 of the received tuple 1410 
With the corresponding pseudonyms. For each of P1, . . . , 

Pm, it searches the ?elds 1081 of the set of stored tuples 
1080. If an occurrence of a pseudonym in a ?eld 1081 is 
found, the mapper B adds the corresponding pseudonym, 
read from the ?eld 1082, to the set in construction. This 
results in a set of m pseudonyms, referred to as PB1, . . . , 

PBm. This set is assigned to the ?eld 1422 of tuple 1420. 
Finally, it sends the tuple 1420 to the central-database, in 
message 1306. 

Upon receipt of this message the central-database 
executes step 1307. The central-database searches in the set 
of stored tuples 1090, to ?nd the tuples 1090 that have as 
value in the ?eld 1092, one of the pseudonyms PB1, . . . , 

PBm, received in message 1306. The medical data stored in 
the ?elds 1091 of these tuples is used to construct a 
query-ansWer to the query-request Q, received in message 
1306. A data-object of a structure shoWn in 1430 is con 
structed to hold the query-ansWer. To hide the content of the 
query-ansWer for the mapper B and the grouper, it is 
encrypted for the local terminal, and the result is assigned to 
1430. Finally, the central-database sends 1430 to the mapper 
B, Who forWards it to the grouper, Who forWards it to the 
local terminal. This message How is depicted by 1308. 
Upon receipt of the message 1308 the local terminal 

executes step 1309. It decrypts the query-ansWer, and pro 
cesses it. 

Step 1310 ends the query-dossier operation. 
As Will be clear from the description of the query-dossier 

operation given above, the matcher is not involved in the 
process. Considering that the matcher is the only entity other 
than the local terminal that contains identifying information, 
no party other than the party operating the local terminal 
knoWs the identity of the person Whose dossier is queried. 
The information Which local terminals may accumulate 
regarding query frequencies is limited to the queries Which 
they submit. It is believed that, unless multiple parties 
collude, no party accumulates information regarding the 
query frequency related to an individual. 
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4e. Security 

Since it is the object of the presented system to store 
records fragmented, and subsequently control 
de-fragmentation, the system can be considered successfully 
attacked When part of the records are de-fragmented Without 
appropriate authoriZation. TWo types of attacks against the 
system are envisioned. 

In a static attack (part of) the stored data is used by one 
or more parties outside the system and/or some colluding 
parties Within the system. Since the problem of protecting 
(physically or logically) a single database against unautho 
riZed access is not particular to the present invention We Will 
not discuss it here. HoWever, it is believed to be more 
dif?cult to gain unauthoriZed access to all data in a database 
When the data is divided over multiple (physically or 
logically) different partial-databases, as in the present inven 
tion. In the case that information from the grouper or one of 
the mappers is not available, no data can be de-fragmented 
at all. It is believed that by selecting a speci?c number of 
trusted third parties to run the grouper and mappers any 
desired degree of protection against static attacks can be 
achieved. 

In a dynamic attack an adversary tries to gain information 
by observing or modifying the operations performed by the 
apparatuses of the system. HoWever, the apparatuses of the 
involved parties are considered to be protected against 
abuse, and messages betWeen various apparatuses are 
encrypted to shield their content from eavesdroppers, leav 
ing only the observation of message-activity betWeen vari 
ous parties to the adversary. The above-referenced paper by 
Chaum, describes counter measures against such observa 
tions (referred to as traf?c analyses). These measures include 
processing messages in batches and introducing dummy 
messages. It Will be obvious to persons With ordinary skill 
in the art, hoW to modify the operations described above 
(link-dossier, update-dossier and query-dossier operations) 
to include these protection mechanisms. 
4f. Improvements And Extensions 

In addition to the improvements and extensions already 
mentioned in relation to the ?rst preferred embodiment and 
security issues, the folloWing improvements and extensions 
are envisioned. 

By regarding the mapper B 920 as both an update terminal 
(300, see FIG. 3) and query terminal (330, see FIG. 3), the 
mechanisms disclosed in the description of the ?rst preferred 
embodiment can be applied to the central-database 950 of 
the second preferred embodiment, resulting in vertically 
fragmented storage of the medical data. 
As Will be appreciated, if a local terminal Wants to use a 

neW pseudonym for a certain individual knoWn already to 
that local terminal under a different pseudonym, the local 
terminal may execute another link-dossier operation as 
described above With the neW pseudonym. All future 
accesses by the local terminal to the medical dossier of this 
person can be done using either the old or the neW pseud 
onym. By using more pseudonyms for an individual, the 
horiZontal fragmentation of the central-database is 
enhanced. In principle, every update of the central-database 
could be done using a neW pseudonym, thereby achieving a 
maximum degree of horiZontal fragmentation. 

Furthermore, the grouper may create a ‘super 
pseudonym’ for each set 1050 of corresponding pseud 
onyms. As a consequence, each access to the central 
database requires only that a single pseudonym is 
communicated from the grouper to the central-database 
through the mapper B, instead of a list of pseudonyms. 
Although this increases ef?ciency, this is believed to destroy 
the horiZontal fragmentation in the central-database. 














