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In this paper we shall be concerned with a general svstem consisting of a number of
Each individual has a small database with {personal)
information (for example credentials), and the purpose of a transaction is to either update
this database (obtain a new credential) or read some information in it (show a credential).

individuals and organizations.
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Abstract

Previously there have been essentially only two models for computers that people
can use to handle ordinary consumer transactions: (1) the tamper-proof module,
such as a smart card, that the person cannot modify or probe; and (2) the personal
workstation whose inner working is totally under control of the individual. The
first part of this article argues that a particular combination of these two kinds of
mechanism can overcome the limitations of each alone, providing both security and
correctness for organizations as well as privacy and even anonymity for individuals.

Then it is shown how this combined device. called a wailet, can carry a database
containing personal information. The construction presented ensures that no single
part of the device (i.e. neither the tamper-proof part nor the workstation) can learn
the contents of the database — this information can only be recovered by the two
parts together.

Introduction

For such a system it is important that the data in the database are correct:

e The organizations want to be sure that the contents of each database corresponds

to what thev have written in it.

o Theindividuals want to be sure that the organizations only store correct information
in the database. and that they can only read and update those parts of the database

that they are entitled to.
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Another basic requirement is that it should be possible for the individuals to participate
anonymously in certain transactions. If, for example, the database contains medical
information, which is needed in an investigation of a particular disease, the owner might
require anonynuty in order to participate in this investigation. There are, however, many
other kinds of transactions, such as financial transactions, in which the issue of privacy is
essential as well.

Section 2 argues that the electronic wallet is well suited for this scenario. An electronic
wallet consists of two parts:

¢ A small, hand-held computer controlled by the user—denoted by C, for “computer”™;
and

o A tamper-proof module issued by the organizations—denoted by T, for “tamper-
proof”.

These two parts are arranged in such a way that T can only talk with " and not the
outside world. This might be achieved by embedding T inside C'. All communication
with organizations is via C. It is essential that there is no “alternative way” that T can
send messages to or recetve messages from the outside world.

In the second part of the paper practical protocols are presented. First a new blind
signature technique is presented in Section 3. Then Section 4 shows how. using the blind
signatures, T can get a certified public key, which it can use to sign messages and thereby
authenticate the actions taken by C. Then Section 5 presents the database protocols. [n
particular, it is shown how T can validate the information sent from the wallet without
even knowing the contents of the database.

2 Possible Settings

This scction discusses the advantages and disadvantages of different devices for use by
individuals in a systein including users and organizations, as described above. We shall
primarily be concerned with how well the various alternatives support the requirements
of correctness and privacy.

2.1 Correctness and Privacy

Correctness basically means that the data stored in a person’s database can only be read
or updated by the organizations/individuals that have permission to do so (according to
somne initially agreed rules). Note that these rules could say that a person is not allowed
to change (parts of) his own database, and they could even (in extreme situations) specify
that the user may not read parts of the database.

The terms positive credential and negative credential will be used to denote information
in the database, which is to the advantage and disadvantage of the person, respectively.
A bad criminal record is an example of a negative credential. The user may want to delete
negative credential in the database, but this should, of course, be infeasible.
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By one-show credential we mean a credential that the individual is allowed to show
only once. Electronic money, which may be spent only once, is a typical example of a
one-show credential.

While correctness is the most important requirement for organizations, privacy might
be the important issue for individuals (at least in some situations), and it is essential for
general acceptance of the system. We distinguish three levels of privacy:

e Pure trust:
Information about the individual may be revealed during a transaction—the indi-
vidual cannot do anything to enhance his privacy, but must trust the organization
to maintain it.

¢ Computational privacy:
If the individual follows the prescribed protocols, the organization cannot learn
anvthing about him unless it can make a computation assumed to be infeasible.

o Unconditional privacy:
If the individual follows the prescribed protocols, even an all powerful organization
cannot learn anything extra about him.

2.2 Possible Approaches

We now analyze how two very different devices meet the demands of correctness and
privacy outlined above. We first consider a device trusted completely by the individuals
and then a tamper-proof device issued by the organizations (or an issuing center trusted
by the organizations). This analysis then leads to the definition of electronic wallets.

Computer alone

First consider the situation where the user just has a computer, which he controls com-
pletely. In particular, he can delete or change anv part of the memory, and he determines
all messages which the device sends to the outside world.

Using the techniques of [Cha84] and [CFNO0! it is possible to obtain unconditional
privacy in this scenario in an efficient way. However, this setting makes it very difficult
for the organizations to prevent users from deleting negative credentials or using one-show
credentials more than once,

For example, in the case of an off-line electronic payments system, it is only known
how to catch cheaters, who spend copies of the same electronic coin more than once, “after
the fact”. This method furthermore requires a large central database in which all valid
coins are collected and compared (see [CFN90]). but this only has to be done periodically.

In short, this setting can give unconditional privacy, whereas no really efficient method
for correctness is known.

Tamper-proof only

.In this setting each individual has a tamper-proof module (packaged as a smart-card. for
Instance) issued by the organizations. Hence the organizations trust the correctness of
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the messages sent by the card, whereas the user does not even know which messages are
being sent.

This approach gives correctness quite easily, because the tamper-proof part has to
be broken in order to compromise the system. Furthermore, if cryptographic techniques
are added it is sometimes possible to make systems in which cheating requires breaking
the tamper resistant part and the cryptographic methods. Off-line electronic cash is an
example of such a system.

If a tamper-proof unit is used to store negative credentials, the owner can delete these
by destroying or throwing away the card. However, in this way he will also delete the
positive credentials and, furthermore, the organizations will detect it the next time they
need the card. In order to recover from such intentional as well as accidental losses of
credentials, the system can have a back up facility for recovering such lost credentials.
Hence, this approach can provide a very high degree of correctness.

The disadvantage of using the tamper-proof unit alone is that it only provides a low
level of privacy. as the user has no control over the messages sent from the card. Therefore
the card can (in principle) send any message that it likes during a transaction (e.g. the
identity of the user). Hence, it can only give pure trust.

Electronic Wallets

The above analysis of two extreme settings shows that neither a user controlled computer
nor a tamper-proof device alone can give sufficiently efficient and secure sclutions. Elec-
tronic wallets can be thought of as a way to obtain the benefits of both approaches by a
suitable combination.

Since no device that allows a tamper-proof device to communicate directly with the
organizations can give a higher level of privacy than pure trusi. the device must be
constructed in such a way that the tamper-proof device cannot send messages to the
organizations.

Thus the device should consist of a user controlled computer, €. with a tamper-proof
unit, T, (sometimes called an observer). which on behalf of the organizations ensures that
C cannot deviate {rom the preseribed protocols or change any information in its database.
The electronic wallet is the simplest such device as it only has a single such observer (T).
It might be useful (for example in order to make fanlt recovery easier) to have more than
one observer, but such an approach does not seem to add significantly more power to the
wallet.

Note, that C can freelv communicate with the outside world without the knowledge
of T', but the honest organizations will only accept messages which are approved by T.

The rest of this paper presents protocols, which show how T can control the actions of
C. The fact that T may not communicate directly with organizations means that these
protocols must be secure against

e Inflow
No matter how T and the organization deviate from the prescribed protocol, if C fol-

lows the protocol. the organization cannot send any extra (subliminal) information
toT.
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o Outflow:
No matter how T and the organization deviate from the prescribed protocol. if
C follows the protocol, T cannot send any extra (subliminal) information to the
organization.

This means that even if the organization places a malicious observer in the wallet, there
is no way that it can send back any information about the owner.

If all protocols are secure against outflow, then the security against inflow is not that
significant, because 7" cannot tell other organizations what it learns. However, if it is
important that 7" does not reveal any secrets in case it is returned to the organizations,
the protocols must be secure against inflow as well.

3 The Signature Scheme

This section presents the signature scheme which will be used in this paper. The notation
is introduced, the basic signature scheme is described, and it is shown how it can be used
in wallets. Then 1t is shown how to make blind signatures.

3.1 Notation

Let ¢ be a prime. The protocols to be presented work for any group, G, of order g. As
an example of such a group we consider another prime. p, such that ¢ divides p — 1, and
define G, as the unique subgroup of Z of order q. The element g € G, will always be a
generator of G,. It will be assumed that all parties know p, ¢ and g.

The discrete logarithm of 4 € G, with respect to g is denoted by log, A, and the
number of bits of an integer, z. will be denoted jz!.

3.2 The Basic Scheme

This subsection presents the signature scheme which will be used in the following proto-
cols.
The public key of the scheme is

(p.g.g, 2},

where & € G, \ {1} and the corresponding secret key is z = log, .
Let m € G, be a message. The signature on m consists of z = m® plus a proof that

log, h = log,, z.
(Given m and z, consider the following protocol:

1. The prover chooses s € Z, at random and computes {a,b) = (g*,m*). This pair is
sent to the verifier.

2. The verifier chooses a random challenge ¢ € Z, and sends it to the prover.
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3. The prover sends back r = s + cz.
4. The verifier accepts the proof if

g = ah’ and m’ = bz°.

If the prover can send correct responses r, and r; to two different challenges, ¢; and ¢
then

grl""ﬁ = hcl“‘:l and nlrl"Y — zcl ":2,

and hence
Cy — Cp

log, h = log,, z =

ry—rmrg
since ¢; # ¢ mod ¢ implies that r; # r, mod g. Now let H be a one-way hash function
(as in the Fiat-Shamir scheme, see [FS87]). Given this function and the above protocol
the signature on m is

It is correct if ¢ = H{m.z,a,b) and
g9 = ah’ and m" = bz

Hence, a signature on a |g] bits message is g| = 3'p| bits long.

Now consider attempts to forge signatures given only the public key. If H has the
property that it is as difficult to convince a verifier, who chooses ¢ := H(m, z,a,b), as a
verifier who chooses the challenge at random { H is like a random oracle), it is not feasible
to make signatures without knowing z.

Furthermore, it dees not seem to Lelp a forger to execute the proof that log, h = log,, =
with the signer for the following reason. Consider the modification of the proof system
in which the challenge. ¢, is chosen from a subset A C Z, instead of Z,. For any such
subset an execution of this modified scheme can be simulated perfectly in expected time
O(]Al]). In particular this simulation is feasible if {A] is polynomial in |g|. It is an open
question to prove that executions of the protocal are secure, when A equals Z,, but we
conjecture that no matter which ¢ € Z, is chosen as challenge, the signer reveals no other
information than the fact that log, h equals log,, 2.

Finally remains the possibility that a forger can construct a false signature by com-
bining various given signatures (m;. ¢;), where the forger has chosen m, adaptively (see

[GMRS8}). If z; = m7 then

217 = (myma)®.

Hence there is a multiplicative relation which might be useful for a forger. However,
the use of H should prevent the forger from combining different signatures into a new
signature.

3.3 Signatures by T

This section shows how the above signature scheme can be used by the tamper-proof
device T in a wallet. The problem, that we have to deal with, is that T cannot be allowed
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to choose a and b alone, as it can encode some information in these two numbers. We
therefore generate these two numbers using a coin-flipping protocol. If 7' has a public key
(p,4,9, hr) and a corresponding secret key rp = logg At it can sign a message m € G, as
follows:

1. € chooses s € Z, and ty € Z, at random and sends a := g*° k¢ to T (a commit-
ment to 3q).

2. T chooses sy € Z, at random and sends a; := ¢ and b, ;= m* to (.
3. C sends (sq,1g) to T and computes a := a,¢% and b:= hym™.

4. T verifies that o equals g*°h% and computes (a.b) := (a1g*, bym*°).
5. T computes ¢ := H{m,m™ a,b) and r := sy + 8; + cxy mod ¢.

The signature on m is (m®T,a.b,r).

It is not hard to see that if C follows the protocol then @ and b are uniformly distributed
in G,. Furthermore, C can only open a as some s # sp if it can find z7. Hence, if T
follows the protocol and C does not know z7, then a and b are random elements of G,.

Proposition 3.1
The above protocol for making signatures has the following two properties:

1. If C follows the protocol, then the signature is randomly distributed among the
signatures on m — even if a cheating 7" has unlimited computing power.

2. If T follows the protocol, then a polynomially bounded cheating C learns no more
than a random signature on m.

Proof

Both claims follow from the fact that the coin-flipping protocol in Step 1- 4 above has
the following two properties:

1. (a,b) is uniformly distributed among the possible pairs. if C follows the protocol —
even if a cheating 7" has unlimited computing power {because o contains no Shannon
information about sp).

2. A polynomially bounded C' can only open a in two different ways if it knows log, At

n

3.4 Blind Signatures

To get a blind signature on the message m in the above scheme ane chooses a random
t € Z; and asks the signer to sign my = m'. Let z5 = my®. Then the signer proves that
log, h = log,,, zo in such a way that the messages are blinded:

1. The signer chooses 5 € Z, at random and computes (ag, by) = (¢g°. m¢*). This pair
is sent to the verifier.
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2. The verifier chooses u & Z, and v € Z, at random and computes
a={apg")* and b= (bé/‘mv)“‘

(If both parties follow the protocol a = (g*+*)* and b = (m**¥)*.) Then the verifier
computes z = z(l,”, the challenge ¢ = H(m, z,a,b) and the blinded challenge ¢ =
¢/u mod q. The verifier sends ¢, to the signer.

3. The signer sends back r5 = s + ¢pz.
4. The verifier accepts if

o

g = aph™ and mg™ = bgzg”.
The verifier computes r = (ry + v)u mod ¢ and
g=(zab.r).

Proposition 3.2
o is a correct signature on m, if the verifier accepts in the above protocol.

Proof
Let ¢ = H(m, z,a,b). We have to prove that

¢" =ah® and m’ = bzt
The first equality follows from
g =1(g"g" ) = (agh®g" 1" = (agg”)*R™* = ah®
and the second from

urg uv

m m

= (mo/ PO

m"
, /
= LmS”}u"m'“‘
— (bg:éo)u/tﬂ'lvu
_ 1/t l,-\u_'ucc/t
(Bg" m¥ ¥z

= bzf

Proposition 3.3
The signer gets no information about m and o if the receiver follows the protocol.
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Proof

We will show that for all m. z, a, b and r such that
gT — ahyc
m’ = bz

¢ = H{m,z,a,b)
and for all myq, zp, ao, bo, co and ry such that
g° = agh®
my = byzy
there is exactly one set of values of t, u and v such that the signer sees {my, 2q, 29, Po. &0, T0)s

when making the signature o on m. In other words, that there is exactly one set of values
of ¢, u and v such that

1/t

m mg
a = {agg")"
21/t '
b = (by m")*
c cou
(o
o= (ryg+viu

First, m and mg determine ¢ as
me=m' <= {=log, mp.
Secondly, u and v are determined by c. ¢y. 7 and ry as
C A Cy
w=-— and U= =1 —7Ty.
c

Thus we just need to show that these values of ¢, u and v satisfy

a=(aeg")* and b= (b 'm")".

In doing this it can be assumed that zyp = mZ and : = m®, because the signer actually

proves that zp equals m§ when making a blind signature. Hence mg = m* implies that

-~ — i
p= =2

The first equality is proven as follows
@ = g R = g = (g g = (agg)
The second equality follows by similar rewritings:
b = m'z7°

m(rosvhu L —cou
= {(mom¥:70)
= ((mo/yom¥ (/)7

(mg =)/ fme )

= (B,
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This completes the proof. =

Hence, this signature scheme allows the receiver to obtain blind signatures. In particular
it is possible for the receiver to get a signature on any message that he chooses. In order
to avoid this problem in the application to wallets, the organization only signs a blinded
message if the challenge is signed by 7. The resulting scheme is presented in the next
subsection.

3.5 Blind Signatures in Wallets

We assume that a center Z is the signer. The public key of Z is Az and the secret key is
Tz =log, Az

L. C chooses the blinding factor t € Z at random and sends mq := m' to Z.

2. Z and C choose ag and by using a coin-Aipping (as in Section 3.3) protocol, such
that only Z knows s = log, as = log,., bo.

om

3. Z computes zg := m3? and sends it 1o .

1/t ; . , .
4. (' computes z := 30/ and chooses 1 and v at random. Then it sends {ay, by, 2, 4, v, 1)

to T.

5. Both T and C can then compute a := {agg”)*. b := (bf)/tm“)“, c:= H{m,z,a.b) and
co = ¢/u. T signs cg and sends it to (.

6. C verifies the signature before sending the challenge and the signature to Z.

-1

From now on the protocol for constructing and verifying blind signatures is followed.
Hence Z computes the response, rg, and sends it to . (' verifies this response befere
forwarding 1t vo T. Finally T unblinds ry and verifies the signature.

Theorem 3.4
If C follows the protocol then

1. Z gets no information about the signature on m.

o

. T sends no information to Z except a random signature on co.

3. Z sends no information to T except zg.

Proof
Assume that C follows the protocol.

1. Z sees messages with the same distribution as in the original protocol for making
blind signatures -— except that Z cannot choose (ag, by) freely anymore. But this
pair is chosen at random. Hence this property follows from Propesition 3.3.
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2. The only information, which originates from T is the signature on ¢g. However,
Proposition 3.1 implies that this signature is randomly chosen among the possible
signatures.

3. T sees the following messages from Z:

1/t

(a01 bO): 2y and Tos

and T receives u, v and ¢ from C. Here {ag, b)) is uniformly distributed (by the
same argument as in the proof of Proposition 3.1), and ry is uniquely determined.
Hence, Z can only send information to T via =.

Note that if Z does not compute zy as mg? then C will discover it. Thus, it is impossthle
for Z to send information to T without being detected. However, as we shall see in the
next section even this possibility of inflow is eliminated in our application of the protocol.

We now look at the security of the protocol and assume that T and Z both follow
the protocol. It will be argued that if the basic signature scheme is secure, and if T's
signatures cannot be faked, then no matter what a polynamially bounded C does, it learns
no more than a random signature on m.

As C cannot forge T's signatures, it can be assumed that ¢y is computed as ¢ =
H(m,f,d,g), where C can choose 3, & and b, but not m. By the assumption about A
this means that € cannot control the value of ¢ (€ cannot force ¢y to be any particular
value, except by trying different values for %, @ and b and hoping they will give a “good”
value of ¢y). Thus C does not seem be better off in this situation than when it just gets
a “normal” signature from the signer.

4 Obtaining a Pseudonym

This section shows how the wallet can get a public kev, which is signed by a key authen-
tication center. The signature on the public key will be called a validator. This protocol
has the property that neither the center nor any other unlimited powerful organization
can link the identity of the user to the public key {or its validator).

Combining this result with Section 3.3 gives a method for 7" to sign messages without
revealing any information at all about the owner of the wallet. This provides a method for
T to validate the messages, which C sends to the outside world, without revealing anything
about the identity of the user; these messages are only accepted by the organizations if
they are signed properly (by T').

We now show how T' can generate a secret key ¢ € Z; and obtain a certificate on
the corresponding public key A = g* mod p. In order to get started, it is assumed that
each T is born with a secret key, z7, and a corresponding public key, ht, to the signature
scheme described in Section 3.3. These signatures can be traced to T {and hence to the
individual), and they are therefore only used in an initial step where I" gets a validated
key from a key authentication center {Z). The center issues validators using the blind
signature scheme from the previous section with secret key 7 and public key hz.
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The basic idea of the protocol for issuing validators is that C and T first execute
a coin-flipping protocol in order to choose a secret key, z, which only T learns. The
corresponding public key is denoted by h. Then (' chooses a blinding factor, t € Z,
and C signs the blinded public key (A; = k). Note, that in the process of making the
blind signature, T has to sign a challenge computed as H(h,h"2,a,b). This signature
guarantees to Z that it validates a public key which is accepted by T. There is no need
that T signs k; before Z starts making the blind signature, because before Z computes
the response, it only produces random messages, which a cheating € could have produced
by itself. In more detail the protocol goes like this:

1

2.

C chooses y, € Zf; at random and sends a commitment to ¥, to T.
T chooses y, € Z; at random and sends Ay := g¥ to C.

C opens the commitment and sends yo to 7.

. T and C compute k := A", and T computes the secret key z := ygy; mod ¢.

. T computes z := h% and sends it to C.

C chooses t € Z, at random and sends h; := ' to Z.

Z makes a blind signature on k by signing h, as follows:

(a) Z computes zo := h{?. Then Z and C choose {ao, by} := (¢, k}®) at random
such that only Z knows sq, whereas both know ag and by, Z sends zg to €.

{b) C first verifies that zy = =¥, and then it chooses u & Z,and v e Z, at random
and computes )
a:=(agg")* and b= (hy"h¥)*
C then sends u, v. t and {ag. by) to T

(¢} T computes the pair {(a.b) just as C did, the challenge ¢ := H{h,z,a,8), and
co := ¢/u mod ¢. Then it signs ¢ using z7 (with help from C) and sends the
signature to C.

(d) C computes ¢ := H{h,z.a.b), ¢y := ¢/u, and verifies the signature. C then
forwards ¢ and the signature to Z.

(e) Z verifies the signature an ¢ and computes o := 59 + cosz mod gq.

(f) C verifies that
9" = agh} and RY® = byzg

and computes r = (ry + v)u mod ¢q. Then C forwards ro to T.

(g) T cornputes r:= (rg + v)u mod ¢ and verifies that:

g = ah and h7 = bz,

Theorem 4.1
This protocol satisfies:
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1. f T, C and Z follow the protocol, then T gets Z’s signature on h.

2. If C follows the protocol then Z gets no information about A or o. This is true even
if T and Z have unlimited computing power.

3. If C follows the protocol then Z can construct all messages with the same distribu-
tion in expected polynomial time except the signature on co.

4. If C follows the protocol, then T can simulate all messages that it receives — except
To.

. If the blind signature scheme is secure then a polynomially bounded C' cannot get
a validated public key for which he knows the corresponding secret kev.

[$1

Proof

The first three properties are straightforward to prove, and the fourth follows from The-
orem 3.4 and the fact that T can compute z by itself. As for the last property, note that
the security of the blind signature scheme means that C' can only get a signature on #,
but ¢ cannot find the secret key corresponding to h {i.e. log, k) unless it can compute
discrete logarithms in &,. u
As C can make sure that the signature on cp is random among all possible signatures,
this theorem shows that the protocol for issuing a validated public key has no outflow.
Furthermore, as ry is uniquely determined from the other messages the protocol protects
against inflow.

5 An Application to Databases

This section first describes how a very simple database offering unconditional privacy as
well as correctness can be constructed, and then it is shown how a database in which the
information is kept secret from both T and C can be constructed. By similar techniques.
it is also possible to construct databases in which

1. The data is known by T, but kept secret from C; and
2. The data is known by ', but kept secret from T

Whenever 7" signs a message (anonymously) with respect to a public key, which is val-
idated by the key authentication center, the signature will be referred to as a certified
signature.

5.1 A Simple Database

The wallet can be used to store the personal database described in the introduction as
{, iy
follows:

o All information in the database is stored by T and (.
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¢ Whenever an organization updates a field in the database, it sends a signed message
to the wallet. (' verifies the signature before it updates the database and forwards
the new information plus the signature to T. Finally T verifies the signature and
updates the database.

o When an organization wants to read a field in the database {or a function-value of
several flelds), a certified signature on the value is sent to the organization.

5.2 Database with Hidden Information

The implementation presented above has the property that both 1" and € know all infor-
mation in the database. This could be a little dangerous for the user, hecause T' could
leak all information, in case it is captured by another person, who is able to break the
tamper-resistance. On the other hand, there might be certain very sensitive data in the
database, which the user should not know either (or does not want to be stored in his
computer).

In the following it is therefore shown how the above database can be modified such
that neither 7 nor C knows the data, but T is still able 10 control that C does not
change anything in the database. We shall, however, only give protocols which allow
the organization to read or write a single bit in the database. The following scheme for
probabilistic encryption is an important ingredient in these protocols.

Probabilistic Encryption

Let n = pq, where p and ¢ are primes both equivalent to 3 modulo 4. In order to encrypt
a bit b, the committer chooses r € Z at random and computes
BC(n,b,7) := (—1}r% mod n.

A person knowing p and ¢ can decipher a given ciphertext by determining whether it is a
quadratic residue or not. However, for a person not knowing p and ¢ this is presumably
infeasible.

Let nl‘and ng be two different moduli as above, and let 8; = (—1)*% mod n; and
82 = (—1)°7} mod n, be probabilistic encryptions of the same bit b € {0,1}.

Theorem 5.1

There exists a four-round protocol with security parameter k in which a person, P. know-
ing ry and r; can prove to another person. V', that 3; and J; are in fact encryptions of
the same bit. More precisely this protocol satisfies:

1. If P and V follow the protocol, then V will accept, if a = b.

2. If V follows the protocol and a # b, then V' will reject the proof with probability at
least 27% no matter what an unlimited powerful prover does.

3. It is a proof of knowledge of r; and r,.
4. It is (computational) witness hiding (see [F590)).

Proof
The protocol uses the cut-and-choese technique. The details are omitted here. n
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The Protocols

It is assumed that each organization. W, has a modulus, nw. as above, and that W can
make digital signatures. Prior to the execution of the read and write protocols to be
described, the following start-up protocol is executed:

1. W constructs a request of the form (nw. op, name, time), where op € {read, write},
name identifies the bit which W wants to read or write, and time is a time-stamp.
This request is signed and sent to the wallet together with certificates, which show
that nys is a valid modulus and that the public kev of W (for the signature scheme)
is valid.

o

C verifies the request and certificates, and if they are legal, C forwards them to
T. In particular, C verifies that time is constructed correctly so that W has not
encoded any information in it.

3. T wverifies the request and the certificates.

Whenever T and C sign a message in the certified signature scheme op, name, time and
nw are included in the message. This prevents obvious frauds by C in which signatures
from previous executions of the same or different protocols are reused.

Furthermore, each write protocol must be immediately followed by a protocol in which
T sends a signed message to W (through C} in which it confirms having received the
required messages.

For each bit & in the database, T has given C a commitment 37 = BC{ne. br.77) t0
a bit by, and C has given T a commitment 3¢ = BC(ng, be. 7o) to a bit bg such that
b = by @ bg. The modulus ng is the modulus of the organization which wrote b. An
organization, W, with public modulus nw can read b as follows

1. T chooses sy € Z , at random and sends ar := (~=1)%75% mod nw to C.
T proves to C that e and Jr are encryptions of the same bit.

o)

. C chooses s¢ € Z;, at random and sends a¢ := (—1)¢s% mod ny to 7.
€ proves to T that az and 3¢ encrypt the same bit.

3. T and C sign « := arac using the certified signature scheme.
This signature {(and «) is sent to W ({through C).

4. W verifies the signature and finds the encrypted bit by deciphering a.
This protocol has the following properties:

o If C follows the protocol: No matter what (an unlimited powerful) T' does, a is
a random encryption of b. Furthermore. the signature on o does not contain any
information other than the fact that a legal T' produced it.

o If T follows the protocol, then « is an encryption of 4 as long as C cannot fake Ts
signatures (or break the tamper-proofness).
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o It does not make it easier for 7" and/or C to find b unless W tells them how to

distinguish encryptions of 0 from encryptions of 1 modulo ny .

The proofs of these properties are quite straightforward, and they are omitted from this
extended abstract. The organization, W, can write a bit, 4, in a given field in the database
as follows:

1.

2

~1

8.

T chooses ar € {0.1} and ry € Z,
to C.

.- at random and sends a7 1= (—1)eTri mod nw

. C chooses ac € {0,1} and s¢c € Z: at random and sends ¢ := (~1)*¢sE mod nw

W

to 7.

. T and C sign o = arac in the certified signature scheme. This signature {and «)

is sent to W (through C).
W verifies the signature and finds the bit ¢ by deciphering a.
W and C choose » € Z,,, at randamn using a coin-flipping protocol.

W then computes b’ = a & b and aw := (~=1)” ar?, which it subsequently signs. W
sends the signature {ow) to C.

. C computes aw, verifies o and computes 3¢ 1= ayaf' and 37 := ar and r¢ =

rsc and
b oo ac if aw = ar?
T ) acel ifaw = —ar

Il

(' then forwards ayw and ow to T.

T verifies the signature and computes J¢ := awar' and 37 := ar and lets b7 = ar.

This protocol satisfles (again the proofs are omitted):

o If T, C and W follow the protocol then after the execution the following holds:

1. 3r = BC(nw,br,r);
2. 3¢ = BC{nw,bc,rc);
3. b= bT 5 bC-

o If C cannot fake T’s or W's signatures then 6367 equals the plaintext corresponding

to 3c.

o After the execution b2 by equals the plaintext corresponding to 37 no matter what

an unlimited powerful T does.

e C and/or T can only find b if they can distinguish quadratic residues from quadratic

non-residues modulo ny .
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o If C follows the protocol, then W just gets a signature on a random encryption of a
random bit. Similarly, T° just gets a random encryption of a random bit chosen by
W.

In the above two protocols the amount of inflow and outflow is very limited. Note, that W
could have told T the factorization of ny in advance. Hence, T learns the bit. However,
this does seem to be a serious problem as W already knows this bit.

6 Conclusion and Future Work

We have argued that the electronic wallets presented here are an excellent way to store
personal databases. And we have shown protocols that allow T to control and validate
all messages from the user to the outside world. These protocols allow C to ensure that
the privacy of the person is not compromised. They provide organizations with security
against abuse by individuals that relies on the assumption that the tamper-proofness
cannot be broken and that the signatures cannat be forged.

The protocols presented do, however, have a limited kind of inflow because 7 and W
see the same random values (such as those used to form the signatures). In case T' gets
captured, these values would let organizations who could read out the contents of a cap-
tured T link it to specific protocol instances. Forthcoming joint work with Stefan Brands.
Ronald Cramer and Niels Ferguson shaws how the need for observers and organizations
to share such information can be avoided altogether.
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